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1. INTRODUCTION

The design and analysis of a stated preference (SP) survey represents work package 3 of the DYNAMICS project.  In the project proposal, the aim of this work package is stated as follows:

“to examine the likely route and departure time responses under a wider range of situations than can be studied in direct observation.”

This report summarises the work which has been carried out on this work package.  The layout of the report is as follows: 

Sections 2.0 and 3.0 review the basic elements of several SP studies of route choice and departure time choice.  Section 4.0 discusses possible directions for the SP element of the DYNAMICS project.  Section 5.0 details the design process.  Section 6.0 discusses the pilot study.  Section 7.0 reports the field study, and section 8.0 provides a summary and conclusion.

2. REVIEW OF ROUTE CHOICE SP STUDIES

This section summarises several SP studies of route choice.  This review is presented in ‘note’ form, and observations are made according to six categories, as follows.  ‘Context’ describes the basic context of the analysis.  ‘Presentation’ describes where the survey was administered, and the means of presentation used.  ‘Alternatives’ gives the number of alternatives offered.  ‘Attributes’ lists the attributes considered in the experiment.  ‘Response’ gives the means of response, such as ranking or rating, employed.  ‘Analysis’ describes the modelling approaches that were applied to the data.  From this review, we drew out some points to be borne in mind when we came to define our own survey.  Key points are discussed in 2.6 below.

2.1 Bovy and Bradley (1985)

	Context
	Cyclists’ route choice from home to work in Delft, Netherlands.

	Presentation
	Self-completion questionnaire distributed at Delft University.  Routes described using words and a map.

	Alternatives
	For the presentation of the rating scale and percentage score methods, the set of alternatives was transformed into sets of route pairs with every alternative placed against a common base route.

	Attributes
	Travel time, surface quality, traffic level, cycle facility type.

	Response
	Three alternative response scales attempted:

1. Seven-point scale.

2. Continuous scale representing percentage probability of choosing each option.

3. Ranking

	Analysis
	Ordinary (dummy) least-squares regression for the metrically-scaled data.  Exploded logit for the ranked data.


2.2 Transportation Planning Associates (1990)

	Context
	Main survey took two forms, one for drivers of light vehicles (split into vehicles using whole of route and vehicles using part of route) and the other for commercial vehicle operators.  Here, focus on light vehicle survey.  Surveyed potential users of Birmingham North Relief Road.

	Presentation
	Self-completion survey.  Provided with map.  Initial approach at service station or interception on road.

	Alternatives
	For light vehicles that could use whole of route: four alternatives.

For light vehicles that could use part of route: two alternatives.

	Attributes
	Time spent in congested conditions, time spent in uncongested conditions, petrol costs and toll costs (if applicable).

	Response
	For light vehicles that could use whole of route: ranking.

For light vehicles that could use part of route: likelihood of choosing one route or other on a five-point scale.

	Analysis
	For light vehicles that could use whole of route: exploded logit.

For light vehicles that could use part of route: linear logit model (i.e. least squares applied to a logarithmic transformation of the probability of choosing a route).


2.3 Accent Marketing and Research and Hague Consulting Group (1994)

	Context
	Study consisted of two elements: car drivers and freight and coach operators.  Consider only car driver study here.  Targeted car drivers who had made a motorway journey and had a practical non-motorway alternative.

	Presentation
	Two self-completion questionnaires.  Drivers intercepted at three motorway junctions in the South East, Avon and the West Midlands.

	Alternatives
	In SP 1: two (relating to stretch of motorway respondent had travelled on when recruited).

In SP 2: two (motorway offered against best alternative identified by respondent).

	Attributes
	Toll, journey time and, in some cases, a package of motorway quality improvements.  (In SP1, current travel times and costs do not influence choice, as same for both alternatives).

	Response
	Choice.

	Analysis
	Logit.


2.4 Bradley, Marks and Wardman (1986) 

Urban car travel:

	Context
	Survey of motorists based on choice between Tyne Tunnel and Tyne Bridge.

	Presentation
	Self-completion questionnaire.  Initial approach in tunnel or on bridge.

	Alternatives
	Two.

	Attributes
	Travel time, split into time spent travelling in congested traffic conditions (delay time) and time spent in free flow traffic (free time), and money cost, in the form of a toll charge and petrol costs.

	Response
	Five-point scale.

	Analysis
	Linear logit.


Inter-urban car travel:

	Context
	Survey of drivers at service stations on A5 west of Telford and A43 north of Oxford.

	Presentation
	Self-completion questionnaire distributed at service stations.

	Alternatives
	Ten.

	Attributes
	Times through and between built-up areas (analogous to delay and free time in the urban car survey).  Other qualitative variations in travel time allowed indirectly, by relating scenarios to actual roads and then varying the site and time of day/week of surveys.  Toll cost used as single cost variable.  In scenarios giving tolls for a currently free road, only travel time savings (as opposed to delays) could be offered to allow a trade-off.

	Response
	Ranking.

	Analysis
	Exploded logit.


2.5 Hague Consulting Group and Accent Marketing and Research (1999)

Car drivers and passengers survey:

	Context
	Three core questionnaires designed: one for motorway users, one for trunk road users and one for urban road users.  Five different games.  Here consider only road tolling game.

	Presentation
	Self-completion questionnaire, distributed to car drivers and passengers at filling stations at different locations throughout country.

	Alternatives
	Two.

	Attributes
	Journey time, travel cost.

	Response
	Choice.

	Analysis
	Logit.


The Newcastle study:

	Context
	Single choice game between the Tyne Bridge and the Tyne Tunnel.

	Presentation
	Self-completion questionnaire.  For Tunnel users, distributed when paying toll.  For Bridge users, distributed at filling stations and on-street in city centre.

	Alternatives
	Two.

	Attributes
	Petrol cost, toll charge, total travel time (consisting of time spent moving freely and time spent in delays).  Five designs.  SP a basically repeat of 1980s work.  SPs b, c, d and e designed to be compatible with core car users.  SPs b and c for Tyne Tunnel users, d and e for Tyne Bridge users.

	Response
	Choice.

	Analysis
	Logit.


2.6 Methodological issues 

Bovy and Bradley (1985) noted that the term ‘route’ should be consistent with the experience of respondents, yet be simple enough to represent with a small set of attributes.  To this end, they employed a questionnaire that provided both a written and pictorial description of the routes, and respondents were asked to assess the routes as single links.

Wardman (1986) noted that it is important to identify the attributes that are relevant to route choice, suggesting that travel time, distance, running costs (including petrol, tolls and parking) may be of greatest influence.  However, Wardman questioned whether petrol cost provides a firm basis for a trade-off.

Wardman noted that difficulties may arise if individuals regularly vary their choice of general route, for example if all relevant influences and constraints have not been considered.  Wardman also noted that if a stopping-off point has a crucial bearing upon choice, respondents may show a tendency to prefer the route that was actually used.  More generally, behaviour that either has no apparent pattern or adheres to a strict routine irrespective of changes in attributes creates difficulties for modelling.

3. REVIEW OF DEPARTURE TIME CHOICE SP STUDIES

This section summarises several SP studies of departure time choice.  Again the review is presented in ‘note’ form, and key issues are discussed in 3.4 below.

3.1 Johnston, Bates and Roberts (1989)

	Context
	Study sought to analyse, for commuters in Central London:

1. Trade-off between departure time and usual duration (with extra travel duration constant)
;

2. Trade-off between usual duration and extra travel duration on one occasion in ten (departure time kept constant).

	Presentation
	Initial approach through self-completion questionnaires distributed at two roadside sites.  SP conducted via personal interview.

	Alternatives
	Nine.

	Attributes
	Departure time, journey duration, and travel time variability.  Journey durations presented to respondents were ‘usual time’ (interpreted as mode of distribution) and ‘bad time’ (interpreted as 90th percentile or happening once per fortnight on average).  Travel time variability was represented by standard deviation of journey duration.

	Response
	Ranking.

	Analysis
	For each respondent, data was applied to exploded logit.  Logit formulation was quadratic.  Since model contained cross-product terms, employed design that was able to estimate interactions as well as main effects.


3.2 Preston and Wardman (1991)

	Context
	Paper reports three studies.  Here consider only Change of Mode study.  Change of Mode study included a within mode study of departure time for car users.

	Presentation
	Self-completion questionnaire.  Respondents sampled at random from electoral register in Greater Nottingham.

	Alternatives
	Two.

	Attributes
	Early 30/60 (continuous), late 30 (discrete), late 60 (discrete), IVT, parking cost.

	Response
	Choice.

	Analysis
	Logit.


3.3 Hague Consulting Group and Accent Marketing and Research (1999)

Car drivers and passengers survey:

	Context
	Three core questionnaires designed: one for motorway users, one for trunk road users and one for urban road users.  Five different games.  Here consider only departure time game.

	Presentation
	Self-completion questionnaires given to car drivers and passengers at filling stations at different locations throughout the country.

	Alternatives
	Nine.

	Attributes
	Departure time, travel time.

	Response
	Choice.

	Analysis
	Logit.


3.4 Methodological issues

Johnston et al. (1989) noted that there are likely to be significant non-linearities in connection with choice of departure time (or, by the same token, arrival time) since utility will fall as shifts are made from the preferred time in either direction.  For example, if a driver arrives late for work, if only slightly, there is likely to be a substantial decrease in utility.  This implies the existence of non-linearities, and possibly even thresholds.

Johnston et al. also noted that there might be significant interactions between departure time, travel time and travel time variability, particularly with variability.  For example, perceptions regarding a change in travel time may depend on the variability of travel time.  As Johnson et al. noted, these difficulties are compounded by the desire to relate values in the experiment to respondents’ current situations, and to take account of constraints on departure and arrival times.

4. THE FORM OF THE SURVEY

4.1 Means of administering the questionnaire

Given the available resources, it was decided that the questionnaire should be administered through a self-completion questionnaire.  A number of large employers in the York area were approached to request access to their employees.  After a series of discussions, York Health Services Trust agreed to participate, and it was decided to focus the entire study on this employer. 

It was hoped that employer-based surveying would save on administration costs and encourage a good response rate, and that the context of the analysis could, by focussing on the journey to work, be made relatively simple.  Respondents were given the option of returning the questionnaires internally (which was preferential to us on cost grounds), or returning the questionnaires directly (in case of any concerns over confidentiality).

4.2 Linking route choice and departure time choice

As has already been alluded to, previous studies have usually chosen to address the two choices independently.  Since a response to congestion could be to change route, change departure time or change route and departure time, the SP questionnaire sought to combine the two responses.  Moreover, the SP posed the following general question: 

Traffic congestion on your usual route means that there is an increase in travel time and/or travel time variability.  Do you:

1. Continue to make the usual journey, departing at the usual time?

2. Change departure time but use the usual route?

3. Change route but depart at the usual time?

4. Change route and departure time?

5. Switch to public transport or not travel at all?
4.3 Attributes and alternatives

Careful consideration was given to the appropriate attribute sets and alternative sets for route choice and departure time choice.  In the literature discussed above, the following attributes were identified as being relevant to route choice: 

1. Travel time in congestion; 

2. Travel time not in congestion;

3. Trip distance;

4. Petrol cost;

5. Toll cost;

6. Parking cost;

7. Quality improvements.

Similarly, in the literature discussed above, the following attributes were identified as being relevant to departure time choice:

1. Departure time;

2. Travel time;

3. Travel time variability;

4. Parking cost;

5. Late penalty.

Five attributes were identified for inclusion in the SP design, as follows:

1. Departure time;

2. Travel time;

3. Travel time variability;

4. Route;

5. Distance.

Economists would usually include some notion of cost.  Since a high correlation would likely exist between cost and distance, it appeared necessary to include only one of the two attributes, and distance was chosen on the grounds that drivers might perceive distance more clearly than cost.  It was decided that the response method should be ranking.  As regards the number of alternatives to be presented on each card, three seemed a sensible number, particularly given the response method.  In addition we gave a ‘none of the above’ option, to incorporate not travelling, switching mode or car sharing etc.

If the number of attributes and/or alternatives is excessive than respondents may resort to satisficing strategies.  Such strategies are inconsistent with the logit and exploded logit models, which assume utility maximising behaviour.  Such strategies can be detected through appropriate design and modelling.  Furthermore, it should be noted that the decision regarding the numbers of attributes and alternatives has implications for the number of cards in the experimental design and, it follows, the estimability of interaction effects, respondent fatigue and the sample size.  The numbers of attributes and alternatives should be kept as small as possible, whilst ensuring that the experiment yields useful information. 

4.4 Customisation

An important consideration is to relate the attribute levels to respondents’ current experience.  This is not a simple task.  If the questionnaire were customised for each respondent, then this would imply the use of a two-stage survey process.  The first stage would elicit information on the usual departure time, usual travel time and usual route etc., and ask respondents whether they would be willing to participate in a second stage.  The information from the first stage would be used to design a personalised experiment for each individual.  In the jargon of SP design, this is known as ‘customisation’.

The effect of a two-stage survey process on the response rate is difficult to predict.  Some respondents would see a two-stage survey process as being overly onerous.  Other respondents would show a greater willingness to complete a personalised survey.  Response rates might, very approximately, be in the region of 33% for the first stage and 50% for the second stage.  Although the generation of customised questionnaires could, to some extent, be automated, a two-stage survey process would be more labour-intensive than a single-stage process.    

If the survey were conducted in a single stage then the attribute levels for departure and arrival times could be presented as ‘x minutes earlier than currently’ etc.  Compared with the two-stage questionnaire, such a context would be more difficult for respondents to comprehend properly.  Furthermore, respondents would be presented with a large volume of paper in a ‘cold’ contact.  Both of these factors would have a detrimental effect on the response rate.  

5. DESIGN PROCESS

Most of the studies summarised in sections 2.0 and 3.0 seem to have employed a hypothetical design unrelated to respondents’ current experience.  It was decided that our SP design should be customised to respondents’ current departure time, distance, earliest arrival time and latest arrival time.  Therefore it was proposed that the design should be administered in two stages; a first stage canvassing people’s willingness to take part in the survey and eliciting data on the time and distance characteristics of the current journey, and a second stage presenting a SP questionnaire customised for each respondent.

5.1 Format

There was considerable discussion about the format of the design and, in particular, how travel time variability might be represented.  An early illustrative layout is given in Table 1.  This design presents explicit levels for departure time, distance, earliest arrival time and latest arrival time.  The alternatives implicitly represent (at least two) different routes.  There was discussion about whether to show the routes pictorially on a map.  However, it was decided to avoid this given the difficulties of customising a map for each respondent.  The two arrival times give some notion of travel time variability.

Table 1: Proposed Format of SP Design

	Alternative


	Departure time
	Distance
	Earliest arrival time
	Latest arrival time

	1
	8:00am
	4 miles
	9:00am
	9:10am

	2
	7:30am
	4 miles
	8:20am
	8:30am

	3


	8:00am
	6 miles
	9:00am
	9:00am

	4


	None of the above
	
	
	


In SP design a number of formal methodologies may be employed (see for example Fowkes, 1998; Louviere et al., 2000).  The initial design strategy was to develop an experiment that would appear meaningful to respondents in terms of the realism of attribute combinations and the implied boundary values.  Fowkes (1991) noted that “In order to optimise the efficiency of a Stated Preference design, attention should be paid to the conditions under which choices will change.  Where there is a trade-off involved this will be at those relative valuations at which respondents are just indifferent between two alternatives.  I call these relative valuations ‘boundary values’” (p253).  Fowkes argued that “All else equal, the design should present boundary values closely either side of the true relative valuation” (p254).  

5.2 Boundary values

Boundary values is the name given (Fowkes, 1991) to critical values of attribute valuations that lead to equal utility (or generalised cost) for a pair of alternatives.  A respondent who had his/her own personal attribute valuation equal to the implicit boundary value should be indifferent between that pair of alternatives.  Personal attribute valuations greater than the boundary value would lead to the choice of one of the alternatives, while personal attribute valuations less than the boundary value would lead to the choice of the other alternative.

Models allow for random and other effects so that the above does not hold exactly.  We will discuss first the effect of random error.  By choosing boundary values close to where we expect respondents’ personal valuations to be often gives near even splits, greatly assisting the estimation process.  By placing other boundary values at strategic values we can ‘bound’ the estimates to lie within the correct pair of boundary values.  For example, if the true value of time was 5.4 pence/minute and boundary values of 5, 6, 7 and 8 pence/minute were used, then we can be sure that the estimated value would fall in the range from 5 to 6 pence/minute and, consequently, an estimate in that range would tell us that the true value was also in that range.

Turning next to the systematic effects, i.e. where there are other attributes affecting choice, this implies that single boundary values cannot be found for all values of these other attributes.  Instead, we will have boundary rays (Fowkes, 1991).  These will slope up or down to an extent dependent on the valuation of the other attribute.  For only one other such attribute, a boundary ray map can be drawn in two dimensions, but for greater numbers of other attributes, planes in multi-dimensional space are required.  Usual practice is to assume valuations for all but one other attribute, permitting a two-dimensional boundary ray map to be drawn.

5.3 Derivation of boundary values for our survey

To appreciate what we did for our survey, it will be helpful to understand the usual procedure.  For illustrative purposes we will take a generalised cost (negative utility) formed from a public transport fare (F) and a journey time (T) with the latter converted into money terms by a value of time (v).  Assume two alternatives, i = 1, 2. 
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By setting GC1 = GC2, or equivalently U1 = U2, we find the value of v that gives indifference between alternatives 1 and 2:
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where:
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i.e. the v consistent with GC1 = GC2 is the boundary value of time (BVOT).

If F1 = 80p, F2 = 60p, T1 = 30 minutes and T2 = 40 minutes then:
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The boundary value of v is positive, since travel time is a ‘bad’ and additional travel time adds to generalised cost in equation (1).

Moving now to the case of our design, generalised cost is a function of distance (D) and time (T), though we may disaggregate types of time later.
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where D is distance in miles, T is time in minutes, c is the cost of travel per mile, and v is the value of time in pence per minute.

From our investigations, we found that average values for c and v might be 10p/mile (from petrol costs) and 5p/minute (from a recent review of VOT in Great Britain conducted at ITS).

Setting GC1 = GC2 in equation (4) gives:
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We can use equation (5) to give us a target range of boundary values by taking low, medium and high values for both v and c, which might go together in any combination:

v:
low = 3p/minute;
medium = 5p/minute;

high = 8p/minute

c:
low = 8p/mile;

medium = 10p/mile;

high = 20p/mile

Multiplying the resulting BVOTs by 60 to give them in miles per hour yields the 9 values:

9;
15;
18;
22.5;
24;
30;
37.5;
48;
60
(As an example, v = 3p/minute, c = 8p/mile gives 
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= 0.375 miles/minute = 22.5 miles/hour).

5.4 Design strategy

A common design strategy is to simply adhere to an orthogonal plan.  In regression, orthogonality ensures “...that those effects and interactions which are estimable in a given design can be estimated without correlation with other main effects or with those interactions which are not assumed negligible” (Kocur et al., 1982 p184).  However in attribute valuation using discrete choice modelling this is not the case.  Orthogonality is in general regarded as a desirable property, because high levels of correlation reduce the accuracy with which individual effects can be estimated.  Nevertheless, as several authors have noted (e.g. Fowkes, 1991; Fowkes and Wardman, 1988), some correlation between attributes need not be detrimental, and may indeed be beneficial.  Fowkes (1991) argued that “The point at which it [orthogonality]...goes too far is when the cost attribute is also made orthogonal...Statistically, some particular form of correlation can help improve the accuracy of monetary valuations.  This is because the formula for the variance of a ratio includes, in its numerator, a covariance term” (p258).  

The initial design did not adhere strictly to an orthogonal design plan.  However, it remained desirable that high correlations between the various time elements of generalised cost were avoided.  Table 3 shows the initial design.  There are five cards, and each of the five cards offers a choice between three alternatives.  The alternatives are described in terms of four attributes: departure time (T1), distance in miles (D), earliest arrival time (T2) and latest arrival time (T3).  The design is based on assumed current values of these attributes, as follows:
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Table 3: Design 1

	CARD


	DEPARTURE TIME (T1)
	DISTANCE IN MILES (D)
	EARLIEST ARRIVAL TIME (T2)
	LATEST ARRIVAL TIME (T3)

	1
	08:00
	4
	09:00
	09:10

	
	07:35
	4
	08:25
	08:35

	
	07:50
	6
	08:30
	08:35

	2
	08:00
	4
	08:50
	09:10

	
	07:40
	4
	08:20
	08:35

	
	07:55
	6
	08:30
	08:35

	3
	08:00
	4
	08:50
	09:00

	
	07:45
	4
	08:30
	08:35

	
	08:00
	6
	08:30
	08:35

	4
	08:00
	4
	09:10
	09:20

	
	07:45
	4
	08:35
	08:45

	
	07:55
	6
	08:35
	08:45

	5
	08:00
	4
	09:10
	09:25

	
	07:35
	4
	08:30
	08:35

	
	07:40
	6
	08:20
	08:35


From Table 3, five attributes are derived for the purposes of modelling.  The first derived attribute is distance (D), which is simply as represented in Table 3.  The second derived attribute is ‘get going earlier’ time (G), which is given by: 
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Third is quickest journey time (Q), which is given by:
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Fourth is journey time spread or variability (S), given by:
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The fifth and final variable is late time (L), which is given by:
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G, Q, S and L are all measured in minutes.  Note that since 
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 will be known, the four variables G, Q, S and L have only 3 degrees of freedom.  The derived attributes from Table 3 are shown in Table 4.  For example, for the first line of CARD 1, T1 = 08:00, T2 = 09:00, so Q = 60.

Table 4: Design 1 – Derived Attributes

	CARD
	D
	G
	Q
	S
	L

	1
	4
	0
	60
	10
	35

	
	4
	25
	50
	10
	0

	
	6
	10
	40
	5
	0

	2
	4
	0
	50
	20
	35

	
	4
	20
	40
	15
	0

	
	6
	5
	35
	5
	0

	3
	4
	0
	50
	10
	25

	
	4
	15
	45
	5
	0

	
	6
	0
	30
	5
	0

	4
	4
	0
	70
	10
	45

	
	4
	15
	50
	10
	10

	
	6
	5
	40
	10
	10

	5
	4
	0
	70
	15
	50

	
	4
	25
	55
	5
	0

	
	6
	20
	40
	15
	0


From Table 4, the derived attribute differences between alternatives (i.e. lines) i and j are given in Table 5, where 
[image: image19.wmf]3

1

13

D

D

D

-

=

etc.  For example, for CARD 1, Q is 60 on line 1 and 50 on line 2, so Q12 = 10.

Table 5: Design 1 – Derived Attribute Differences

	CARD
	ij
	Dij
	Gij
	Qij
	Sij
	Lij

	1
	12
	0
	-25
	10
	0
	35

	
	13
	-2
	-10
	20
	5
	35

	
	23
	-2
	15
	10
	5
	0

	2
	12
	0
	-20
	10
	5
	35

	
	13
	-2
	-5
	15
	15
	35

	
	23
	-2
	15
	5
	10
	0

	3
	12
	0
	-15
	5
	5
	25

	
	13
	-2
	0
	20
	5
	25

	
	23
	-2
	15
	15
	0
	0

	4
	12
	0
	-15
	20
	0
	35

	
	13
	-2
	-5
	30
	0
	35

	
	23
	-2
	10
	10
	0
	0

	5
	12
	0
	-25
	15
	10
	50

	
	13
	-2
	-20
	30
	0
	50

	
	23
	-2
	5
	15
	-10
	0


The initial design employed the design concept of boundary values.  As discussed in section 5.2 above, the boundary value concept is essentially two-dimensional.  That is, it represents a trade-off between two variables.  Where there are more than two attributes, boundary values can be elicited by making assumptions regarding third (or more) attributes.  The following analysis demonstrates this.

Assume, following Vickrey (1969) and Small (1982), a generalised cost function:
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Ignoring the error terms, the difference in generalised cost between alternatives 1 and 3 can be expressed:
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To get boundary values as distinct from boundary rays we have to place restrictions on the βs.  We initially chose the following: 
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.  If GC1 = GC3, such that an individual is indifferent between alternatives 1 and 3, then:
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and:

BV(time; distance) = 
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For example, the (i=1, j=3) Boundary Value for CARD 1 is given by:

BV(time; distance) = 
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= 2.4 miles/hour.

The full matrix of Boundary Values under these assumptions is shown in Table 6.

Table 6: Matrix of Boundary Values for Design 1 Under Initial β Restrictions

	CARD
	i=1, j=2
	i=1, j=3
	i=2, j=3

	1
	0
	2.4
	4.0

	2
	0
	2.0
	4.0

	3
	0
	2.4
	4.0

	4
	0
	2.0
	6.0

	5
	0
	2.0
	12.0


Respondents whose βT/βD is above these values will choose the quicker alternative.  For example, assuming two different relations between βT and βD, generalised cost functions for alternatives 1 and 3 of CARD 1 are given, respectively, in the second and third columns of Table 7.  It is apparent that alternative 1 is the slower but shorter route and alternative 3 is the faster but longer route.  If βT/βD = 0.01 miles/minute (or 0.6 mph) then the slow route has lower GC and will be preferred.  If however βT/βD = 0.1 miles/minute (or 6 mph) then the fast route will be preferred.  The reason for the switch is that 0.6 and 6 fall either side of the Boundary Value 2.4 mph.

Table 7:Generalised Cost Functions for Alternatives 1 and 3 of Card 1, Under Initial β Restrictions and Two Relativities Between βT and βD
	
	Speed (mph)
	GC1 (SLOW)
	GC3 (FAST)
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It was immediately apparent that the boundary values implied by the initial design, as given in Table 6, covered our desired range of boundary values, as derived in section 5.3 above, only very poorly.  Nevertheless, the next stage of experimental design, simulation, was carried out in order to investigate other characteristics of the design.

The MNL simulation was programmed using the GAUSS Mathematical and Statistical System (Aptech Systems Inc., 1996a; 1996b, 1996c).  A GC function for each of the three alternatives was specified as in equation (10).  As inputs, the simulation required a standard deviation of the Gumbel distribution (((), as well as values for each of the βs.  Fowkes (1991) noted the well-known property that the standard deviation of the Gumbel distribution does not influence the relative valuations, but it does influence the actual values of the parameter estimates.  The standard deviation was adjusted to 1.28, at which point the random error accounted for around 30% of total utility on average.

Using this standard deviation, six sets of simulations were run, each set employing a different combination of parameter values.  Table 8 details the inputs to each set of simulations.  Simulations 1 and 4 employed a low valuation of distance, simulations 3 and 6 employed a high valuation of distance, and simulations 2 and 5 employed middle valuations.  As regards the time variables, two different scenarios were employed.  Simulations 1 to 3 were based on a scenario with a low valuation of G and high valuation of L, and simulations 4 to 6 were based on a low valuation of L. 

Each of 500 synthetic respondents was confronted with the five cards, and for each card, the alternative that incurred least generalised cost (or equivalently yielded greatest utility) was identified.

Table 8: Parameter Inputs to Simulations Involving Design 1

	Sim #
	σε
	βD
	βG
	βQ
	βS
	β1
	β2

	1
	1.28
	-0.05
	0
	-0.05
	-0.04
	-0.1
	-0.01

	2
	1.28
	-0.1
	0
	-0.05
	-0.04
	-0.1
	-0.01

	3
	1.28
	-0.3
	0
	-0.05
	-0.04
	-0.1
	-0.01

	4
	1.28
	-0.05
	-0.05
	-0.05
	-0.025
	0
	0

	5
	1.28
	-0.1
	-0.05
	-0.05
	-0.025
	0
	0

	6
	1.28
	-0.3
	-0.05
	-0.05
	-0.025
	0
	0


A MNL model was estimated in GAUSS using the data from each simulation run.  Initial runs revealed perfect correlation between many of the estimated parameters.  This was attributed to structural correlation arising from the inclusion of the L term in the model, inclusion of the variables G, Q and S having used up the available degrees of freedom.  The L and L2 terms were removed, such that the generalised cost function became:
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Even with these terms removed, correlation persisted in the models based on simulations 1 to 3.  This resulted from the apparent unattractiveness, and therefore lack of market share, of alternative 1.  Simulations 4 to 6 showed some improvement, although high correlations, of the order of 0.9, were evident between 
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.  The signs of the estimated parameters accorded with intuition, but the 
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 parameters were found to be not significantly different from zero at 5%.  In general, recovery of inputted parameters and relative valuations was deemed unsatisfactory.

Table 9: Design 2 – Derived Attributes

	CARD
	D
	G
	Q
	S
	L

	1
	4
	0
	50
	5
	20

	
	4
	25
	45
	20
	5

	
	7
	20
	55
	0
	0

	2
	4
	0
	40
	5
	10

	
	4
	20
	35
	20
	0

	
	7
	15
	30
	20
	0

	3
	4
	0
	45
	0
	10

	
	4
	15
	35
	20
	5

	
	7
	10
	35
	15
	5

	4
	4
	0
	35
	15
	15

	
	4
	15
	40
	20
	10

	
	7
	10
	40
	10
	5

	5
	4
	0
	55
	0
	20

	
	4
	30
	45
	25
	5

	
	7
	30
	35
	30
	0


Table 10: Matrix of Boundary Values for Design 2

	CARD
	i=1, j=2
	i=1, j=3
	i=2, j=3

	1
	0
	16.0
	16.0

	2
	0
	36.0
	24.0

	3
	0
	48.0
	24.0

	4
	0
	48.0
	9.6

	5
	0
	18.0
	14.4


The initial design was adjusted in order to elicit Boundary Values in the desired range.  The derived attributes of Design 2, and the implied Boundary Values, are given in Tables 9 and 10 respectively.  The Boundary Values now lie in the range 9.6 miles/hour to 48.0 miles/hour, and show a good spread across the range.  This design was applied to simulation.  Although the Boundary Values were improved relative to Design 1, the correlations between the estimated parameters were unfortunately found to be worse.  High degrees of correlation were evident both between βG and βQ and between βQ and βS. 

The existence of linear dependencies within the design was investigated algebraically.  A fairly detailed account is given here, both for ease of understanding and as a basis for later use, though those knowledgeable in the area will see things more quickly.

Firstly, we note by substituting equations (6) to (9) that:
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(13) 

In first difference form, T1, T2 and T3 are allowed to vary in the experiment, but with 
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where:
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We are speculating that the true Generalised Cost function is as in equation (10), and wish to conduct simulation tests on that basis.  Repeating equation (10) without the error term we have:
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Differentiating:
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Taking small differences, ∆, we have:
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But from equation (18) we know that:
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So:
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Hence, when we estimate the model of equation (12), we have:


[image: image56.wmf]D

D

b

b

=

¢











(24)


[image: image57.wmf]L

G

G

2

1

2

b

b

b

b

-

-

=

¢










(25)


[image: image58.wmf]L

Q

Q

2

1

2

b

b

b

b

+

+

=

¢










(26)


[image: image59.wmf]L

S

S

2

1

2

b

b

b

b

+

+

=

¢










(27)

This understanding will be sufficient for us to carry out the simulations, where all the unprimed βs are assumed known, but interpreting our pilot and field results will require further thought.

Given the presence of linear dependencies, it was decided to increase the degree of orthogonality in the design.  The orthogonal element focused on the Q and S variables.  A fractional factorial ‘skeleton’ design of two variables, both at three levels, was taken from Kocur et al. (1982).  The skeleton was applied in ‘difference’ form.  A range of differences for both the orthogonal (Q and S) and non-orthogonal (G and L) variables were experimented with until Boundary Values with an appropriate range and spread were elicited.  The derived attributes of Design 3, and the implied Boundary Values, are given in Tables 11 and 12 respectively.

Table 11: Design 3 – Derived Attributes

	CARD
	D
	G
	Q
	S
	L

	1
	4
	0
	60
	10
	35

	
	4
	5
	50
	10
	20

	
	6
	25
	50
	15
	5

	2
	4
	0
	50
	20
	35

	
	4
	20
	40
	30
	15

	
	6
	0
	40
	20
	25

	3
	4
	0
	40
	15
	20

	
	4
	10
	40
	5
	0

	
	7
	0
	35
	5
	5

	4
	4
	0
	40
	10
	15

	
	4
	10
	50
	5
	10

	
	6
	5
	40
	10
	10

	5
	4
	0
	55
	10
	30

	
	4
	20
	60
	5
	10

	
	7
	10
	55
	5
	15


Table 12: Matrix of Boundary Values for Design 3

	CARD
	i=1, j=2
	i=1, j=3
	i=2, j=3

	1
	0
	4.8
	48.0

	2
	0
	6.0
	24.0

	3
	0
	7.2
	36.0

	4
	0
	48.0
	12.0

	5
	0
	14.4
	36.0


With reference to Table 12, the Boundary Values implied by Design 3 lie in the range 4.8 miles/hour to 48.0 miles/hour, and again show a good spread.  Design 3 was applied to simulation as before, yielding statistically significant estimates, with intuitive signs and low correlations between the time-related parameters.  

Given this success, the simulation was re-coded in binary form.  That is, for each card, a choice was made between each pair of alternatives.  This reformulation served two purposes.  First, it maximised the informational content of the data set by eliciting preferences between the non-chosen alternatives.  Second, and more fundamentally, the binary comparisons mirrored the two-dimensional structure of the boundary values that shaped the design.     

The binary MNL simulation was again carried out in GAUSS.  However this time the estimation was carried out using ALOGIT (Hague Consulting Group, 1992), exploiting the NONAV (or non-availability of alternatives) facility.  The binary simulations were carried out using an extended number of parameter combinations.  In all, 21 simulations were carried out, with simulations 1 to 6 employing the same parameter inputs as before.  The parameter inputs and outputs are given in Table 13.  The ‘inputs’ displayed in this table are the implied inputs (i.e. the 
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 is in all cases not significantly different from zero at 5%.  Most of the other estimated parameters are significantly different from zero at 5%, with a few of exceptions where the input was set close to zero (specifically, 
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 in run 14).  The signs of all of the (significant) parameter estimates are consistent with those of the parameter inputs.  Recovery of the absolute distance and time parameters is generally acceptable.  Recovery of the ratios of the parameters to each other is also generally acceptable, with some exceptions, particularly where 
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Table 13: Parameter Inputs and Outputs to MNL Models Based on Design 3

	RUN
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	ρ2 w.r.t. constants

	1
	IN
	1.28
	-0.05
	0.433
	-0.483
	-0.473
	-0.1
	-0.01
	

	
	OUT
	
	0.09254

(1.1)
	0.3850

(13.9)
	-0.4130

(-6.6)
	-0.3935

(-5.0)
	
	
	0.5220

	2
	IN
	1.28
	-0.1
	0.433
	-0.483
	-0.473
	-0.1
	-0.01
	

	
	OUT
	
	-0.04498

(-0.6)
	0.36

(14.2)
	-0.4184

(-7.3)
	-0.4176

(-5.9)
	
	
	0.5113

	3
	IN
	1.28
	-0.3
	0.433
	-0.483
	-0.473
	-0.1
	-0.01
	

	
	OUT
	
	-0.3484

(-3.9)
	0.3829

(13.5)
	-0.4932

(-7.5)
	-0.4975

(-6.2)
	
	
	0.5551

	4
	IN
	1.28
	-0.05
	-0.05
	-0.05
	-0.025
	0
	0
	

	
	OUT
	
	-0.02093

(-0.6)
	-0.05664

(-12.8)
	-0.05094

(-4.6)
	-0.01329

(-1.2)
	
	
	0.0778

	5
	IN
	1.28
	-0.1
	-0.05
	-0.05
	-0.025
	0
	0
	

	
	OUT
	
	-0.1427

(-3.9)
	-0.05214

(-11.9)
	-0.05384

(-4.8)
	-0.0252

(-2.2)
	
	
	0.0748

	6
	IN
	1.28
	-0.3
	-0.05
	-0.05
	-0.025
	0
	0
	

	
	OUT
	
	-0.2572

(-6.9)
	-0.04852

(-11.0)
	-0.04306

(-3.8)
	-0.0271

(-2.4)
	
	
	0.0685

	7
	IN
	1.28
	-0.05
	-0.05
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	-0.05642

(-1.5)
	-0.05074

(-11.5)
	-0.1009

(-8.7)
	-0.06474

(-5.5)
	
	
	0.1164

	8
	IN
	1.28
	-0.1
	-0.05
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	-0.1381

(-3.7)
	-0.05191

(-11.8)
	-0.1094

(-9.3)
	-0.04966

(-4.3)
	
	
	0.1132

	9
	IN
	1.28
	-0.3
	-0.05
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	-0.2927

(-7.6)
	-0.0542

(-12.0)
	-0.0956

(-8.2)
	-0.05693

(-5.0)
	
	
	0.108

	10
	IN
	1.28
	-0.05
	-0.1
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	0.002914

(0.1)
	-0.09549

(-17.8)
	-0.08031

(-6.6)
	-0.04202

(-3.4)
	
	
	0.2074

	11
	IN
	1.28
	-0.1
	-0.1
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	-0.114

(-2.8)
	-0.08838

(-16.8)
	-0.1049

(-8.5)
	-0.07271

(-5.8)
	
	
	0.2075

	12
	IN
	1.28
	-0.3
	-0.1
	-0.1
	-0.05
	0
	0
	

	
	OUT
	
	-0.3228

(-7.3)
	-0.1107

(-18.0)
	-0.09143

(-7.1)
	-0.0497

(-3.9)
	
	
	0.2251

	13
	IN
	1.28
	-0.05
	-0.1
	-0.05
	-0.1
	0
	0
	

	
	OUT
	
	-0.07132

(-1.7)
	-0.1031

(-17.0)
	-0.05838

(-4.8)
	-0.09285

(-7.1)
	
	
	0.2308

	14
	IN
	1.28
	-0.1
	-0.1
	-0.05
	-0.1
	0
	0
	

	
	OUT
	
	-0.02188

(-0.6)
	-0.09705

(-16.1)
	-0.0214

(-1.8)
	-0.1019

(-7.7)
	
	
	0.2093

	15
	IN
	1.28
	-0.3
	-0.1
	-0.05
	-0.1
	0
	0
	

	
	OUT
	
	-0.2547

(-6.2)
	-0.09682

(-16.1)
	-0.0522

(-4.3)
	-0.09685

(-7.6)
	
	
	0.2036

	16
	IN
	1.28
	-0.05
	0
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	-0.05272

(-1.5)
	-0.003481

(-0.9)
	-0.1032

(-9.1)
	-0.09354

(-7.9)
	
	
	0.0559

	17
	IN
	1.28
	-0.1
	0
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	-0.1346

(-3.7)
	-0.001082

(-0.3)
	-0.1269

(-10.8)
	-0.1155

(-9.4)
	
	
	0.0716

	18
	IN
	1.28
	-0.3
	0
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	-0.2391

(-6.6)
	-0.001681

(-0.4)
	-0.07735

(-7.0)
	-0.1019

(-8.8)
	
	
	0.0405

	19
	IN
	1.28
	-0.05
	-0.05
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	0.03268

(0.9)
	-0.05074

(-11.5)
	-0.07866

(-6.9)
	-0.06739

(-5.7)
	
	
	0.1112

	20
	IN
	1.28
	-0.1
	-0.05
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	-0.09443

(-2.5)
	-0.0529

(-11.7)
	-0.106

(-9.0)
	-0.1003

(-8.2)
	
	
	0.1426

	21
	IN
	1.28
	-0.3
	-0.05
	-0.1
	-0.09
	-0.05
	0
	

	
	OUT
	
	-0.2987

(-7.8)
	-0.04389

(-10.0)
	-0.1106

(-9.4)
	-0.087

(-7.5)
	
	
	0.110


6. PILOT STUDIES

6.1 Organisation and reaction of respondents

The performance of Design 3 in simulation was judged to be satisfactory.  The design was therefore applied to a small pilot SP study.  This involved six respondents, all members of staff at the Institute for Transport Studies, University of Leeds.  As well as responding to the questions posed in the survey, respondents were invited to make general comments about the style, clarity and design of the questionnaires.

In order to facilitate customisation, the survey was administered in two stages.  The first stage questionnaire is given in Annex A.  This questionnaire asks the respondent to consider each day of the week and report, for their usual car journey to work: the departure time, the distance in miles, the earliest arrival time (if traffic is very light), and the latest arrival time (if traffic is badly congested).  In designing this questionnaire, thought had been given as to whether a seven-day table for commuting trips should be presented or whether respondents should simply be asked general questions such as ‘what is your usual departure time for work?’  The seven-day table had been chosen because it was hoped that this might uncover any variability in trip-making behaviour.  Perhaps inevitably, those respondents with the same travel pattern each day seemed to find completion of each row of the table somewhat tedious.

Some respondents had difficulty in reporting a specific departure time, giving responses such as ‘between 8:40am and 8:50am’.  Another comment was that at early departure times, journey times are very reliable.  Indeed some respondents reported the same time for both earliest arrival time and latest arrival time.  One respondent commented that the questionnaire should specify whether the arrival time of interest was that at work or that at the location where the car was parked.  Finally, some respondents commented that the questionnaire should offer a ‘sometimes’ response for the section 1 question.

On the basis of the responses to the first stage questionnaire, a second stage questionnaire was customised for each respondent.  This involved taking the derived attribute differences for Design 3 and, using the reported attributes from the first stage, working backwards until a design in the form of Table 1 was arrived at.  In this way, all respondents had a design with the same boundary values, but with absolute attribute levels customised to their own circumstances.  An example is illustrated in Annex B, showing the binary choice format tested, just the first 2 of the 15 replications in the design being shown.  

As with the first stage questionnaire, respondents made some general comments about the second stage questionnaire.  One respondent commented that distance was of particular importance in shaping his responses, whilst latest arrival time had little influence.  Another respondent found that in all but 6 of the 15 binary choices neither option was acceptable.  This raised some concern regarding the customisation process, and whether the designed-in trade-offs could be made compatible with all respondents’ current circumstances.  However, apart from this respondent, there were very few ‘neither’ responses.  It was noted that this respondent had a particularly short distance to work (2 miles) and that in cases of severe congestion he expressed a preference for walking (with 100% confidence on arrival time) rather than driving.

A few respondents commented that it would be useful to invite justification comments about what factors were influencing particular choices.  Another respondent thought it might be useful to express degrees of confidence over route choices, such as ‘probably’ or ‘definitely’.  There seemed to be some confusion regarding interpretation of the choice context.  One respondent interpreted the longer distance of the third alternative as a relocation decision rather than a route choice decision.  Finally, one person remarked that the questionnaire could be enlivened through the use of graphics.

6.2 Results of pilot models

Due to the insufficiency of degrees of freedom to calibrate model (10), we again estimated model (12).  Equations (24) to (27) show how the parameters of model (12) relate to those of model (10).  Binary logit estimation was performed using the ALOGIT software.  The results of this estimation are given in Table 14.

Table 14: Results of Pilot Model 1

	Parameter
	Estimate
	t-statistic
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	-0.3899
	-2.4
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	0.0296
	1.5
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	-0.2514
	-4.1
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	-0.1489
	-2.6

	ρ2 w.r.t. constants
	0.1753

	Observations
	84


The ρ2 with respect to constants value of 0.1753 indicates reasonable model fit.  Of the four parameter estimates, three are significantly different from zero at 5%, the exception being 
[image: image84.wmf]G

b

¢

.  This does not necessarily suggest that ‘get going earlier’ time has no influence on the choice responses.  Rather it could be the case that, given the intrinsic linkages between the time variables, the effects of ‘get going earlier’ time are offset by the late penalties.  Even though the sample size is very low, the t-statistics are reassuringly high, suggesting that efficient results would be achieved in the field study.  The statistical significance of 
[image: image85.wmf]D

b

¢

 is particularly encouraging, since it suggests that distance is an appropriate proxy for cost.  

On the basis of the results reported above, and the comments received from respondents, adjustments were made to the design of the questionnaires (Annexes C and D).  In particular, the seven-day table in the first stage questionnaire was replaced with a simpler table asking respondents to report the characteristics of their ‘usual’ car journey to work.  In order to test the revised presentation, and analyse the robustness of the SP design to different segments of the population, the questionnaires were re-piloted on a second sample.  This involved five respondents, all car commuters, employed outside both the University and the transport industry.  In comparison with Pilot Model 1, Pilot Model 2 offers reduced, but reasonable, explanatory power.

Table 15: Results of Pilot Model 2

	Parameter
	Estimate
	t-statistic
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	-0.6738
	-3.5
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	0.0565
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	-0.2064
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	-0.1118
	-1.9

	ρ2 w.r.t. constants
	0.1364

	Observations
	75


The results were felt to be sufficiently good to proceed.

7. FIELD STUDY

7.1 Introduction

The field study involved members of staff at the York Health Services Trust.  Following the second pilot study, some small adjustments were made to the questionnaires (Annexes E and F).

· Respondents were advised that the research was being conducted independently of a review of parking arrangements being conducted concurrently by the Trust.  

· A paragraph was added at the end of the second stage questionnaire advertising subsequent in-depth interviews that were to be conducted as part of the DYNAMICS project, and respondents were invited to tick a box if they wished to participate in these interviews.  

· Respondents were informed that, on completion of both stages of the SP questionnaire, their name would be added to a prize draw with one cash prize of £50.

· A ranking format was used rather than a series of binary choices.

The first stage questionnaire was distributed to five central locations within the Trust.  The SP study was advertised within the Trust by means of posters, e-mail and newsletter, and employees were invited to collect a first stage questionnaire from one of the five locations.  165 usable first stage questionnaires were received.  A customised second stage questionnaire was generated for each respondent, and these questionnaires were posted back to the respondents individually using the Trust’s internal mail system.  Of the second stage questionnaires distributed, 56 usable returns were received, meaning a response rate of around 34% for the second stage.

The ranked data were ‘exploded’ into binary choice data.  Given 56 respondents and 5 SP games, where each game involved a ranking of 3 alternatives, the data set consisted of 56*5*3 = 840 binary choice observations.

7.2 Initial analysis

Because of the ranking structure, the method of analysis was different to the pilot.  The rankings were ‘exploded’ into binary choices, and then modelled as such using ALOGIT.  In order to demonstrate the effect of the linear dependence we begin by presenting two models: firstly that of equation (12) in Table 16, and secondly in Table 17 we present:
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If we were to further re-arrange equation (18) to give:
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and substitute into equation (21) we would get:
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Comparing with equation (28) we can see the following equivalences:
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Comparing equations (31) to (34) to equations (24) to (27) gives the following equivalences:
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Of these, (35) and (38) are immediately confirmed by comparing Tables 16 and 17.  

Additionally:
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which is also consistent with Tables 16 and 17.

Table 16: Results of Field Model 1

	Parameter
	Estimate
	t-statistic

	
[image: image106.wmf]D

b

¢



	-0.0320
	-0.6
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	-0.1265
	-7.3

	ρ2 w.r.t. constants
	-0.0712

	Observations
	840


Table 17: Results of Field Model 2

	Parameter
	Estimate
	t-statistic
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	-1.4
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	-0.1265
	-7.3

	ρ2 w.r.t. constants
	0.0712

	Observations
	840


The ρ2 with respect to constants is only 0.0712 for the two models, suggesting limited explanatory power, even allowing for the limited sample size.  Most importantly, and most unfortunately, the t-statistic on the distance terms was only -0.6, i.e. very far from significant at any reasonable significance level.  The distance term was to be our proxy for cost, in order to permit monetary valuations of the other attributes in the model.  As the t-statistic was so low, we estimated that we would have needed to repeat the survey ten times over to achieve significance.  Due to other pressures on the project budget that was clearly unaffordable, so tentative plans for other survey work were cancelled.

7.3 Analysis of the distance effect

Our interpretation of the result was that the estimated distance parameter was much smaller than had been anticipated.  Comparing Field Model 1 (in Table 16) with Pilot Model 1 (in Table 14), we see that the G parameter is of roughly the same magnitude, but the D parameter is only one tenth the size.  By increasing the sample size by ten, we would have hoped to reduce the standard errors by a factor of three, but with a t-value of only -2.4 in Table 14, there is to be expected a fall to about -0.8, and this is roughly what has happened.  We conclude that while for the pilot respondents distance was important, in giving rise to more cost, for the field study that was not the case.  We had restricted the additional mileage to a maximum of 3 miles in the survey, since greater distance seemed implausible.  Nevertheless, some of our respondents had driven a long way into work, and may have regarded the extra distance as trivial.

The apparent lack of influence of the distance variable was investigated further by means of two analyses, both involving logit models.  First a model was estimated on a sub-sample of the data involving choices between alternatives 1 and 3 and choices between alternatives 2 and 3 only.  Choices between alternatives 1 and 2 were not considered because they were designed to have identical distances in the SP experiment.  This model, which was estimated using ALOGIT, is reported in Table 18.

Table 18: Results of Field Model 3

	Parameter
	Estimate
	t-statistic
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	-0.1284
	-5.0

	ρ2 w.r.t. constants
	0.0367

	Observations
	560


Comparison of Field Model 3 with Field Model 1 reveals little difference in the results, apart from a reduction in the t-statistics and ρ2 with respect to constants.  This result suggests that the common distance of alternatives 1 and 2 in the SP design is not, in itself, causing βD to be insignificant.

A second analysis of the distance result involved the estimation of separate βD parameters for respondents with different journey distances to work.  The SP design, although personalised to a certain extent, had applied the same differences in journey times and distances to all respondents irrespective of their usual journey times and distances (Table 5 illustrates this point).  Thus, an increase in distance of 2 miles, for example, would mean a relatively greater increase in distance for a driver with a usual distance of say 5 miles than for a driver with a usual distance of say 20 miles.  In the sample, usual distance ranged from 1.9 miles to 54 miles, with 19 respondents having a usual distance of less than or equal to 5 miles and 37 respondents having a usual distance in excess of 5 miles.  Separate 
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 parameters were estimated for these two segments.  This model, which is reported as Field Model 4 in Table 19, was estimated using the GAUSS software.  Again, Field Model 4 produces 
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 parameters that are insignificant, with long distance having the wrong sign.

Table 19: Results of Field Model 4

	Parameter
	Estimate
	t-statistic

	
[image: image120.wmf]5

£

¢

D

b


	-0.0936
	-1.3

	
[image: image121.wmf]5

>

¢

D

b



	0.0940
	1.2

	
[image: image122.wmf]G

b

¢


	0.0198
	3.6

	
[image: image123.wmf]Q

b

¢


	-0.1473
	-8.6

	
[image: image124.wmf]S

b

¢


	-0.1267
	-7.7

	Mean LL
	-0.594301

	Observations
	840


7.4 Analysis of repeated observations

In analysing SP data it is important to take account of the correlation over observations in unobserved utility that arises when respondents are asked to make repeated choices.  Recall that each respondent supplied, in effect, 15 observations; 3 from each of 5 rankings.  MNL assumes independence between observations.  Where dependence exists but is not accounted for, t-statistics are often inflated, and this can lead to erroneous inferences with respect to parameter significance.  An appropriate model for taking account of this correlation is the mixed logit model, in particular where mixed logit is interpreted as a random parameters logit (RPL) model (Brownstone, Bunch and Train, 2000).

Following Revelt and Train (1997), the utility derived by person n from alternative j in SP replication t is specified:
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where 
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 is a vector of observed variables relating to alternative j and person n; βn is unobserved for each n and varies in the population with density:
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where 
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 are the true parameters of this distribution, and 
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 where b is the population mean and 
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 is the stochastic deviation which represents the person’s tastes relative to the average tastes in the population.  Then:
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In contrast to MNL 
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 is in general correlated over alternatives and replications due to the common influence of 
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Moreover, in the RPL models reported below, the dependence between observations is manifested in terms of a distribution of taste parameters across the population, with the caveat that each individual’s tastes are constant across his or her observations.  The RPL models were estimated in GAUSS using the code developed by Train, Revelt and Rudd, which is available on the Internet at http://elsa.berkeley.edu/users/train/software.html.  

Field Model 5 was specified as a RPL model with 
[image: image137.wmf]D

b

¢

 estimated as a fixed parameter and 
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 as Normally-distributed parameters (Table 20).  As Ruud (1996) noted, when all parameters are specified as random, identification may be empirically difficult.  Since in this analysis distance acts as a proxy for cost, the specification of 
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 as fixed permits easy elicitation of valuations (assuming of course that 
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 is significantly different from zero).  Field Model 5 was estimated using 1000 Halton draws, although the specification was found to be reasonably robust to different numbers of draws.  Estimation was found to be sensitive to the algorithm employed, with greatest success achieved using the BHHH algorithm (Berndt, Hall, Hall and Hausman, 1974).

All of the standard deviations are significantly different from zero at 1%, indicating significant taste variation across the population.  Comparing Field Models 1 and 5, it can be seen that the t-statistics are reduced in the latter case, thereby illustrating the tendency of repeated observations to inflate t-statistics.  It is noteworthy, however, that the 
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 parameter doubles in size and has a better t-statistic than in Field Model 1.  RPL shows a substantial improvement in fit.

Table 20: Results of Field Model 5

	Parameter
	Estimate
	t-statistic
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	0.0934
	2.8

	Mean LL
	-0.500256

	Observations
	840


7.5 Interpretation of results

From Field Model 4 (Table 19) we concluded that any dustance effect was small, and generally confined to the shorter distance commuters.  It did not, therefore, seem worthwhile producing monetary valuations as we had hoped.  This section will therefore confine itself to looking at what can be said about the relativities in the valuations of the different time attributes, G, Q, S and L.

The time attribute estimates in Field Model 4 are virtually identical to those in Field Model 1, so we will work with the latter.  Field Model 3 offered no improvement.  Field Model 5 does give different parameters, but this is explained by the rescaling involved in RPL.  This is because logit parameter estimates are scaled relative to the variance of the extreme value error term.  In RPL the overall error is decomposed such that part is parameterised as an error component while the remainder is picked up by the extreme value error term.  The consequence is that the variance of the extreme value error term in RPL tends to be smaller than that in ordinary logit, so that the RPL parameter estimates tend to be larger than their logit equivalents.

Having no reason to prefer Field Model 5 over Field Model 1, we shall work with the latter.  Field Model 1 gives us:
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The average lateness, 
[image: image155.wmf]L

, in the design is 250/15 = 16.67 minutes.

From (44) and (45) we have:
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From (44) and (46) we have:
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From (45) and (46) we have:
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This is as far as we can get with Field Model 1, but an extension to the analysis enables us to run a further model, Field Model 6, which does us allow us to proceed further.

Reform the model as follows:
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where X = L2 in equation (19).  Differentiating:
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If we now run Field Model 6, regressing GC on D, G, Q, S and X (i.e. L2), the previous exact linear dependence will be broken.  However, considerable correlation between attributes remains, so we should not overstress the exactness of the results obtained.

Table 21: Results of Field Model 6

	Parameter
	Estimate
	t-statistic

	βD
	-0.0261
	-0.5

	βG
	-0.0551
	-2.5

	βQ
	-0.0507
	-1.6

	βS
	-0.0641
	-2.8

	β2
	-0.0021
	-3.5

	Mean LL
	-0.587420

	Observations
	840


From Table 21 we can establish that:
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X1/2 is just L, the average level of which in the experiment was 16.67 minutes.

From (44) we have that:
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Substituting (53) we have:
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i.e.
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From (56) we have: 
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Equations (58) and (59) are in near enough agreement for us to continue.  Likewise, substituting (53), (54) and (55) into (47), (48) and (49) shows broad consistency.  In the circumstances it appears we can get no further.  Equations (52) to (56) present out main results.  We cannot estimate β1 separately from β2.  If we were willing to assume that β1 were zero, then we could estimate β2, from (56) to be -0.0021, and that is probably the best we can do.  The value is certainly plausible.  Alternatively, if we rejected a quadratic effect and set β2 = 0, we would obtain an estimate for β1 of -0.0353 from (58), or -0.07 from (59), the latter being more consistent with our other estimates.  In summary our findings are that our per minute time valuations all lie in the range (-0.05, -0.07), i.e. respondents appear to have treated all four types of time equally, regardless of whether it means an earlier start (G), a longer drive (Q), a greater spread of arrival times (S) or a late arrival (L).  There is some evidence, though, that there is a quadratic lateness penalty, such that the per minute penalty increases with the number of minutes lateness.

8. SUMMARY AND CONCLUSION

This report has presented the results from a stated preference experiment with car commuters in York, seeking to find the relativities of disutility from four different lateness attributes.  It was felt that this information would help in understanding drivers’ behaviour on discovering that their usual route into work was to be (fully or partially) blocked for a number of successive days.  By including a distance attribute as a proxy for cost, it was hoped to produce monetary valuations that could be used to extend Generalised Cost formulations in decision models.

An experiment was designed and two pilot surveys carried out, with encouraging results.  However, our high hopes were not fully upheld in the main survey.  In order to be consistent with the other surveys in the project, we chose to survey staff at York Health Services Trust.  However, it transpired that their daily commute distances were often much longer than we had anticipated.  We think this partly explains the lack of influence of distance in the model results.  Insignificance of the distance variables prevented monetary valuations being obtained.

However, the survey results were otherwise plausible if unexciting.  It appears that, broadly speaking, respondents treated all four types of time as having equal disutility.  The four types of time were: starting out earlier (G), driving longer (Q), having a wider spread of arrival times (S) and arriving late (L).  The preferred model is Field Model 6, which shows ‘driving time’ as having marginally the least disutility and ‘greater spread of arrival times’ as having marginally the greatest disutility.  That is, we think, highly plausible.  The results are also consistent with the late penalty being quadratic in form, increasing in disutility per minute the greater the lateness.

ANNEX A

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

This survey is being conducted by the Institute for Transport Studies at the University of Leeds.  Thank you for agreeing to cooperate.  This questionnaire asks questions about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.

SECTION 1

Do you drive to work by car in the morning?  YES/NO

If you have answered ‘YES’ to this question, please go to section 2.  If you have answered ‘NO’ to this question, please go to section 3.

SECTION 2

This section asks questions about your journey to work by car.

Using the table below, please could you indicate on which days of the week you drive to work by car in the morning.  For each such day, please could you give the time when you normally set out from home and the range of arrival times at work that result.

	
	Departure time from home
	Earliest arrival time at work (if traffic is very light)
	Latest arrival time at work (if traffic is badly congested)
	Distance (in miles) of this journey

	Monday
	
	
	
	

	Tuesday
	
	
	
	

	Wednesday
	
	
	
	

	Thursday
	
	
	
	

	Friday
	
	
	
	

	Saturday
	
	
	
	

	Sunday
	
	
	
	


Would you be willing to answer a second questionnaire based on the responses you have given above?  The second questionnaire should take no longer than 5 to 10 minutes to complete.  YES/NO

Please go to section 3.

SECTION 3

Thank you for taking part in this survey.  Please return the questionnaire using the envelope provided.  If you have any queries about this questionnaire or the research in general, please contact: Richard Batley, Institute for Transport Studies, University of Leeds, Leeds, LS2 9JT.  Telephone:  (0113) 233 6607.  Fax:  (0113) 233 5334.  E-mail:  rbatley@its.leeds.ac.uk
ANNEX B

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

This survey is being conducted by the Institute for Transport Studies at the University of Leeds.  Thank you for agreeing to cooperate.  This questionnaire asks questions about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.  This personalised questionnaire asks questions about your journey to work by car, based on the answers that you gave to the previous questionnaire.

For each table below, imagine that you are faced with two possible journey alternatives for driving to work by car.  These journeys are described in terms of four characteristics: 

1. departure time

2. distance in miles

3. earliest arrival time (i.e. when traffic is very light)

4. latest arrival time (i.e. when traffic is badly congested)  

Imagine that all other characteristics of the two routes are identical and equally well known to you.  For each table, you are asked to carefully consider the two car journeys available, and choose the journey that you prefer by ticking the appropriate box.  If you would find neither journey acceptable, please tick the box ‘Neither’.
	
	Journey 1
	Journey 2

	Departure time
	8:45am
	8:40am

	Distance
	3 miles
	3 miles

	Earliest arrival time
	9:40am
	9:25am

	Latest arrival time
	9:50am
	9:35am


I would choose:

Journey 1
ٱ

Journey 2
ٱ

Neither

ٱ

	
	Journey 1
	Journey 2

	Departure time
	8:45am
	8:20am

	Distance
	3 miles
	5 miles

	Earliest arrival time
	9:40am
	9:05am

	Latest arrival time
	9:50am
	9:20am


I would choose:

Journey 1
ٱ

Journey 2
ٱ

Neither

ٱ
ANNEX C

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

This survey is being conducted by the Institute for Transport Studies at the University of Leeds and the Department of Mathematics at the University of York.  Thank you for agreeing to participate.  This questionnaire asks questions about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.

SECTION 1

What is your name? ______________________________

Do you drive to work by car in the morning?  YES/NO

If ‘YES’, please go to section 2.  If ‘NO’, please go to section 3.

SECTION 2

For a typical working day, please could you give the time when you normally set out from home and the range of arrival times at work that result?

	Departure time from home:

	Earliest arrival time at work (if traffic is very light):

	Latest arrival time at work (if traffic is badly congested):

	Distance of this journey (in miles):


Would you be willing to answer a second questionnaire based on the responses you have given above?  The second questionnaire should take no longer than 5 to 10 minutes to complete.  Please SEND ME/DO NOT SEND ME (delete as applicable) the second questionnaire.

Please go to section 3.

SECTION 3

Thank you for taking part in this survey.  Please return the questionnaire using the freepost envelope provided.  If you have any queries about this questionnaire or the research in general, please contact: Richard Batley, Institute for Transport Studies, University of Leeds, Leeds, LS2 9JT.  Phone (0113) 233 6607; Fax (0113) 233 5334; E-mail rbatley@its.leeds.ac.uk
ANNEX D

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

NAME: ___________________________

This survey is being conducted by the Institute for Transport Studies at the University of Leeds and the Department of Mathematics at the University of York.  Thank you for agreeing to participate.  This questionnaire asks questions about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.  This personalised questionnaire asks questions about your journey to work by car, based on the answers that you gave to the previous questionnaire.

For each table below, imagine that you are faced with three possible journey alternatives for driving to work by car.  These journeys are described in terms of four characteristics: 

1. departure time

2. distance in miles

3. earliest arrival time (i.e. if traffic is very light)

4. latest arrival time (i.e. if traffic is badly congested)  

Imagine that all other characteristics of the three journeys are identical and equally well known to you.  For each table, you are asked to carefully consider the three possible car journeys, and to rank them in order of preference with ‘1’ denoting MOST PREFERRED and ‘3’ denoting LEAST PREFERRED.  For example…

	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:30am
	10:50am
	3

	2
	9:40am
	3 miles
	10:15am
	10:35am
	2

	3
	9:20am
	5 miles
	9:55am
	10:20am
	1


If you have any queries about this questionnaire or the research in general, please contact:  Richard Batley, Institute for Transport Studies, University of Leeds, Leeds, LS2 9JT.  Telephone: (0113) 233 6607.  Fax: (0113) 233 5334.  E-mail: rbatley@its.leeds.ac.uk
Now please complete the following 5 tables…

	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:30am
	10:50am
	

	2
	9:40am
	3 miles
	10:15am
	10:35am
	

	3
	9:20am
	5 miles
	9:55am
	10:20am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:20am
	10:50am
	

	2
	9:25am
	3 miles
	9:50am
	10:30am
	

	3
	9:45am
	5 miles
	10:10am
	10:40am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:10am
	10:35am
	

	2
	9:35am
	3 miles
	10:00am
	10:15am
	

	3
	9:45am
	6 miles
	10:05am
	10:20am
	


Please turn over…

	Alternative


	Departure

time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:10am
	10:30am
	

	2
	9:35am
	3 miles
	10:10am
	10:25am
	

	3
	9:40am
	5 miles
	10:05am
	10:25am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:25am
	10:45am
	

	2
	9:25am
	3 miles
	10:10am
	10:25am
	

	3
	9:35am
	6 miles
	10:15am
	10:30am
	


Thank you for taking part in this survey.

ANNEX E

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

This survey is being conducted by the Universities of Leeds and York.  This questionnaire asks questions about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.  THE RESEARCH IS INDEPENDENT OF THE TRUST’S REVIEW OF CAR PARKING ARRANGEMENTS.  

SECTION 1

What is your name? _______________________________​​​​​​​​​​​​​​​​​​​​​​​​​​______________

What is your contact address at the Trust? ​​​​​​​___________________________

Do you drive to work by car in the morning?  YES/NO  

If ‘YES’, please go to section 2.  If ‘NO’, please go to section 3.

SECTION 2

For a typical working day, please could you give the time when you normally set out from home and the range of arrival times at work that result?

	Departure time from home:

	Earliest arrival time at work (if traffic is very light):

	Latest arrival time at work (if traffic is badly congested):

	Distance of this journey (in miles):


Would you be willing to answer a second questionnaire based on the responses you have given above?  The second questionnaire should take around 8 minutes to complete.  One cash prize of £50 will be awarded to an employee of the Trust randomly chosen from those completing both questionnaires.  The name of the prize winner will be publicised within the Trust before Christmas.

Please SEND ME/DO NOT SEND ME (delete as applicable) the second questionnaire.  Please go to section 3.

SECTION 3

Thank you for taking part in this survey.  Please return the questionnaire either to YDH Main Reception, Groves Chapel Reception, Park House Reception or Bootham Park Hospital Reception.  If you have any queries about this questionnaire or the research in general, please contact: Richard Batley, Institute for Transport Studies, University of Leeds, Leeds, LS2 9JT.  Phone (0113) 233 6607.  E-mail rbatley@its.leeds.ac.uk
ANNEX F

QUESTIONNAIRE ABOUT DRIVING TO WORK BY CAR

NAME: ______________________________________________________

ADDRESS: ___________________________________________________

Thank you for agreeing to participate in this survey about people who drive to work by car in the morning.  The aim of the research is to gain a better understanding of how drivers really behave, so that we can plan better when journeys are disrupted by roadworks, bridge closures etc.  THE RESEARCH IS INDEPENDENT OF THE TRUST’S REVIEW OF CAR PARKING ARRANGEMENTS.  This personalised questionnaire asks questions about your journey to work by car, based on the answers that you gave to the previous questionnaire.

For each table below, imagine that you are faced with three possible journey alternatives for driving to work by car.  These journeys are described in terms of four characteristics: 

1. departure time

2. distance in miles

3. earliest arrival time (i.e. if traffic is very light)

4. latest arrival time (i.e. if traffic is badly congested)  

Imagine that all other characteristics of the three journeys are identical and equally well known to you.  For each table, you are asked to carefully consider the three possible car journeys, and to rank them in order of preference with ‘1’ denoting MOST PREFERRED and ‘3’ denoting LEAST PREFERRED.  For example…

	Alternative


	Departure

time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:30am
	10:50am
	3

	2
	9:40am
	3 miles
	10:15am
	10:35am
	2

	3
	9:20am
	5 miles
	9:55am
	10:20am
	1


If you have any queries about this questionnaire or the research in general, please contact: Richard Batley, Institute for Transport Studies, University of Leeds, Leeds, LS2 9JT.  Phone (0113) 233 6607.  E-mail rbatley@its.leeds.ac.uk
Now please complete the following 5 tables…

	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:30am
	10:50am
	

	2
	9:40am
	3 miles
	10:15am
	10:35am
	

	3
	9:20am
	5 miles
	9:55am
	10:20am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:20am
	10:50am
	

	2
	9:25am
	3 miles
	9:50am
	10:30am
	

	3
	9:45am
	5 miles
	10:10am
	10:40am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:10am
	10:35am
	

	2
	9:35am
	3 miles
	10:00am
	10:15am
	

	3
	9:45am
	6 miles
	10:05am
	10:20am
	


Please turn over…

	Alternative


	Departure

time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:10am
	10:30am
	

	2
	9:35am
	3 miles
	10:10am
	10:25am
	

	3
	9:40am
	5 miles
	10:05am
	10:25am
	


	Alternative


	Departure

Time
	Distance
	Earliest arrival time
	Latest 

arrival

time
	Ranking

	1
	9:45am
	3 miles
	10:25am
	10:45am
	

	2
	9:25am
	3 miles
	10:10am
	10:25am
	

	3
	9:35am
	6 miles
	10:15am
	10:30am
	


Thank you for taking part in this survey.  Please return the questionnaire either to YDH Main Reception, Groves Chapel Reception, Park House Reception or Bootham Park Hospital Reception.

On receipt of your questionnaire, your name will be added to the prize draw.  One cash prize of £50 will be awarded to an employee of the Trust randomly chosen from those completing both questionnaires.  The name of the prize winner will be publicised within the Trust before Christmas.

In early 2002, we are intending to carry out further research to investigate factors that influence driver route choice.  This will involve conducting a limited number of in-depth interviews, lasting around half-an-hour each, arranged at a time and location convenient for the participants.  If you would be willing for us to contact you to arrange an interview, please tick the following box ٱ.
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